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Abstract

The detection of Twitter bots is crucial to combat misinformation, election interference, and propaganda. Advanced bots disguise themselves
by mimicking genuine users, making detection challenging. To address this, BotMoE [2] is proposed, a framework utilizing metadata, textual
content, and network structure to improve detection. BotMoE includes a community-aware Mixture-of-Experts (MoE) layer for domain
generalization across different Twitter communities. It uses modal-specific encoders and an expert fusion layer to combine these modalities
and measure user information consistency. Experiments show BotMoE’s superior performance in detecting advanced, evasive bots and its
ability to generalize to new user communities. In this project, we aimed to improve BotMoE’s performance to a higher level by adding
contrastive learning and semi-supervised learning to the existing model.

Overview

Our approach involves three distinct sub-models
designed to process various data modalities: a
graph structure encoder, a text encoder, and a
metadata encoder. We utilize contrastive learn-
ing to integrate the outputs from these encoders,
thereby ensuring feature consistency and achiev-
ing robust classification results.
The initial training phase employs labeled data
to develop the primary model. Subsequently, this
trained model is used to infer pseudo-labels for
the unlabeled dataset. A selected portion of these
pseudo-labeled samples is then combined with the
original labeled data to refine the model through
additional training. [1]

Introduction

Twitter bots, automated accounts, pose significant threats by
spreading misinformation, deepening divides, promoting conspira-
cies, and influencing elections. Detection efforts have evolved from
feature-based to text-based and graph-based models due to bot
operators manipulating metadata and content. Despite progress,
challenges remain with bots manipulating multi-modal features and
existing in diverse communities. Existing detection models often
fail to address these complexities. BotMoE, a novel framework,
employs a community-aware mixture-of-experts architecture, lever-
aging multi-modal user information to tackle feature manipulation
and diverse community challenges. Extensive experiments show
BotMoE’s effectiveness and generalization capabilities.

Methods

Contrastive Learning

The contrastive learning component in the model is designed to
distinguish between similar and dissimilar feature representations to
improve the consistency of the multi-modal feature representations
[6],[4]. This is achieved through the following steps:
1. Example Construction: The model considers the attention out-
puts from one account are similar, thus positive examples:

positive examples= attention layer outputs

Negative examples are created by pairing the features of one ac-
count with features from another account in that batch:

negative examples= positive examples[randperm(batch size)]

2. Similarity Calculation: The cosine similarity [5] between each
example pair is computed:

positive similarity= cosine similarity(positive pairs)

The diagonal elements of the similarity matrix represent the simi-
larity of each positive example with itself:

positive loss= 1−positive similarity.diag().mean()

Similarly,

negative similarity= cosine similarity(negative pairs)

negative loss= negative similarity.mean()

3. Contrastive Loss Calculation: The total contrastive loss is com-
puted as the sum of the positive loss and the negative loss:

contrastive loss= positive loss+negative loss

This contrastive loss is then scaled to match the order of magnitude
of the export loss and added to the overall loss function. Thus, the
feature output from the attention layer will tend to gather similar
examples and provide better consistency.

Methods (cont.)

Pseudo-labeling

The following process is followed for pseudo-labeling and training:

1.Train the initial model using the labeled dataset.

2. Employ the initial model to predict pseudo-labels for the unla-
beled dataset, selecting appropriate samples based on confidence
and uncertainty. Specifically, we assume that samples with confi-
dence greater than the 80th percentile and uncertainty less than
the 20th percentile are meaningful. [3]

3.Aggregate the original labeled data and the pseudo-labeled data
for the next iteration, continuing this process until all unlabeled
data has been utilized.

To prevent the model from accumulating errors, we retrain the
model from scratch at each iteration.

Discussion

After experimentation, the inability of the model to improve its
accuracy is not because the training set is not large enough, it is
because it does not contain informative quality data. Therefore
even if the correctness of the pseudo-labelling can be guaranteed, it
does not enable the model to get more meaningful data for training.
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