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Denoising scRNA-seq annotations using deep learning

Abstract
Conventional scRNA-seq analysis methods can often be labor-intensive 
and prone to human biases. Here, we will investigate a different approach, 
where we train a Variational Autoencoder (VAE) to aid with cell annotation 
via data reconstruction. The VAE seeks to denoise scRNA-seq data to 
produce better results when using existing automated annotation 
methods. 

Context: Conventional scRNA-seq Methods
Basic scRNA-seq analysis requires multiple steps of data processing and 
human annotations. These steps are often tedious and require domain 
expertise. (Fig. 1)

Literature review: scVI
scVI is a conditional Variational Autoencoder (cVAE) designed to aid with 
tasks including batch correction or visualization. (Fig. 2) It models each 
gene in a cell as a sample drawn from a zero-inflated negative binomial 
distribution (ZINB).
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ZINB accounts for the inflated zeros in RNA-seq by having different 
Probability Density Functions (PDF) for zero and non-zero counts. The 
overall PDF is given as such, where 𝜃 and 𝜇 are the mean and dispersion 
parameters, respectively. (Eqn. 1)

Results and discussions

Many methods exist to ease the process of scRNA-seq analysis, one of 
which is single-cell Variational Inference (scVI).

Methods: Modelling
Conditional VAEs (cVAE) like scVI require additional neurons to train 
their conditions (Fig. 3), making them more computationally expensive. 
Thus, we will look at a simpler model, a vanilla VAE (Fig. 4), to conduct our
study. Our VAE will also utilize a modified sampling method inspired by 
ZINB. (Fig. 5, 6 and Eqn. 2, 3)

Conclusion
Denoising scRNA-seq data shows preliminary success, where custom 
HVG selection performs best in denoising. However, hyperparameter 
tuning could be further improved, as current results show  
hyperparameter-tuned models producing noisier annotations. A possible 
explanation could be current hyperparameter tuning reducing differences 
between reconstructed and input data, resulting in noise from the input 
data being regenerated.

Methods: Data preprocessing and labelling
Highly Variable Genes (HVGs) selection is important to capture 
biologically significant features. We  tested two methods of HVG selection: 
1. default function using Seurat package in R choosing 2000 genes.
2. custom function where genes are only retained if they have a log-

normalized variance > 0.5 and 0.125 < log-normalized mean < 3. 
We labelled cell-types fully via the singleR package in R. We took the data 
from EMBL-EBI Database accession E-MATB-8107.

Fig. 1: A visualization of the standard scRNA-seq workflow with completed annotations

Fig. 2: UMAP of scRNA-seq counts before and after integration was done using scVI

Eqn. 1: Probability Distribution Function of a Zero-inflated Negative Binomial distribution

Fig. 4: Architecture of vanilla VAEFig. 3: Architecture of cVAE

Fig. 5: UMAP of latent space using Eqn. 2 Fig. 6: UMAP of latent space using Eqn. 3

Eqn. 2: Gaussian sampling Eqn. 3: Custom sampling
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if 𝑥 = 0,
 if 𝑥 > 0

𝑧 = 𝜇 + 𝜎 ∗ 𝜖

𝜇 is the mean
𝜎 is the variance
𝜖 is a sample of the distribution

𝑧 = 𝜇 + 𝜎 ∗ 𝜖 ∗ (1 − 𝜋) 

𝜇 is the mean
𝜎 is the variance
𝜖 is a sample of the distribution
𝜋 is probability of zeros

Fig. 7: Comparison of singleR labels before (A) and after (B) data reconstruction on the same
 t-SNE embedding

We compared the SingleR labels across the same embedding space. The 
number of cell types annotated had already been reduced. Also, there 
is a significant reduction of noise within the clusters. (Fig. 7)

We plotted heatmaps of cell type annotations per cluster for all 
permutations of data preprocessing. (Fig. 8) We also tested 
hyperparameter tuning by increasing the neurons at each model layer. If 
a column (cluster) has multiple rows (cell types), it indicates that the 
cluster is noisy as many cell types are allocated, and vice versa.

Fig. 8: Heatmaps of cell type annotations across different combinations of data in this study
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