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1 Background

• Significance：Elucidating disease mechanisms，Designing 
proteins and drugs.

• Challenges：The gap between the growing number of 
protein sequences and limited known functional 
annotations.

2 Methods

3  Results
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Performance measurements: FMax and AUPR

- Blast: BLAST operates by dividing the query sequence into 
smaller segments and looking for corresponding sequences 
in the database. It employs a scoring system to assess 
similarity, incorporating substitution matrices such as PAM 
or BLOSUM and imposing gap penalties for insertions or 
deletions. The outcomes are ranked according to the E-
value, which reflects the statistical significance of the 
matches.

- Net-KNN: Identifies GO 
candidates by using network 
information. Similar to Blast 
but replaces sequence 
similarity with association 
score (edge weight) in a 
network.

- Naive: Predicts PFP only from relative Gene Ontology (GO) 
frequency in training data. No sophisticated methods or 
optimization

- ESM2 (LLM)

- Deep Machine Learning and Deep Neural Network

Introduction: In modern biological and medical research, grasping 
protein functionality is essential for uncovering disease mechanisms 
and developing proteins and pharmaceuticals. As illustrated on the 
right, Gene Ontology (GO) offers a well-organized and extensive 
framework for categorizing these functions. Nevertheless, as sequence 
databases expand rapidly, numerous proteins remain without 
comprehensive experimental annotations. Therefore, it is necessary to 
develop high-performance function prediction algorithms to bridge the 
gap between the increasing volume of protein sequences and the 
limited understanding of their functions.

Conclusions: After analysing all the previously mentioned 
methods we can said that overall the Naive algorithm had the 
worse performance, followed by NetKNN. Both BlastKNN and 
ESM2 had a better performance, being ESM2 the best method 
for mf, according to AUPR metric. 
The best method in all the other cases vas consensus, which 
uses information of all the previously mentioned techniques 
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